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Abstract. We discuss the cases when the source f(x) and the velocity ψ in the advection

diffusion equation ut(x, t) = ∆u(x, t) + ψ · ∇u(x, t) + f(x) can be uniquely recovered using

one future time measurement u(x, T ) at all locations x ∈ Rn. We consider only constant

velocity functions ψ. This problem is important in threat detection applications, where we

think of f(x) as a source of a contaminant propagating in an urban area. We also present

numerical simulations.
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1. Introduction

The propagation of contaminants in a medium can be modeled using the advection diffu-

sion equation,

(1) ut(x, t) = ∆u(x, t) + ψ · ∇u(x, t) + f(x),

with initial conditions u(x, 0) = 0, where u(x, t) is the contaminant density at the position

x ∈ Rd and time t ∈ [0,∞), ψ is the constant velocity of the medium, and f(x) is the

contaminant source intensity at the position x. In applications, u(x, t), ψ and f(x) are all

unknown except for few measurements at given positions and times (the time T at which a

certain measurement is taken could also be unknown, in the cases where it is not clear when

the contamination started). The inverse problem is to recover u(x, t), ψ and f(x) from the

known measurements.

A natural question to ask is how many measurements u(·, Ti) are required to recover ψ

and f(x) (and consequently u(x, t)) uniquely? In this paper we prove that only a one time

measurement u(·, T ) is enough to solve the inverse problem, given that the source function

f(x) is in L2(Rd) and has compact support.
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In the literature [7], it is common to use two or more measurements. Methods using

Carleman estimates require knowing the solution u(x, t) at a continuous time interval [7].

We argue that is unnecessary for this case. Other analytical and numerical work have been

done on recovering special source functions (see [3, 4, 5, 6] for example and the references

therein).

In section 2 we establish our uniqueness result and its proof. We start with the one

dimensional case, then generalize to the d-dimensional setting. Section 3 discusses the steady

state case.

In section 4 we formulate the numerical problem and present the results of the numerical

simulations. Our conclusions are discussed in section 6. For the sake of self inclusion, the

theorems from the literature that are necessary to establish our proofs are stated in Appendix

A.

In all of the following, the source function f is assumed to be nonzero.

2. Constant Velocity ψ

2.1. One dimensional case. For simplicity, we start with the one dimensional case (x ∈ R),

since it captures most of the ideas. The arguments for the d-dimensional case are analogous

and will be presented in section 2.2. We consider the problem in Fourier space where for a

function h(x) in L2(R):

(2) ĥ(ξ) =

∫
R
h(x)e−iξxdx.

Taking the Fourier transform of (1) we obtain the ODE

(3) ût(ξ, t) + (ξ2 − iξψ)û(ξ, t)− f̂(ξ) = 0 ,

and solving for û(ξ, t) using Duhamel’s principle, we have

(4) û(ξ, t) = f̂(ξ)

∫ t

0

e−(ξ
2−iξ·ψ)(t−s)ds,

where ξ ∈ R, t ∈ [0,∞). Solving the integral in the above expression, we get

(5) û(ξ, t) =


f̂(ξ)

ξ2 − iψ · ξ

(
1− e−(ξ2−iψ·ξ)t

)
if ξ 6= 0,

tf̂(0) if ξ = 0.

Assuming that the measurement u(x, T ) (and hence û(ξ, T )) is known at a fixed time

T ∈ (0,∞), we address uniqueness : are there different source functions f1(x), f2(x) and

velocity constants ψ1, ψ2 such that the corresponding solutions u1(x, T ), u2(x, T ) of (1) sat-

isfy u1(x, T ) = u2(x, T ) for all x ∈ R? The answer is no and this is argued in Theorem 1
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below, which gives the uniqueness result in the one dimensional case. But first, we have the

following remark.

Remark 1. (1) If ψ1 = ψ2, then it is obvious from (4) that f̂1(ξ) = f̂2(ξ) and so are

f1(x) and f2(x).

(2) If f1(x) = f2(x) then ψ1 = ψ2 as well. We can see this if we define

(6) aj = ξ2 − iψj · ξ, j = 1, 2,

then by referring to (5) and since û1(ξ, T ) = û2(ξ, T ) we have,

(7) f̂1(ξ)
−1 + e−a1T

−a1
= f̂2(ξ)

−1 + e−a2T

−a2
, ξ ∈ R.

Since f̂1(ξ) = f̂2(ξ), and Taylor expanding the exponentials in (7), we have,

(8) T − a1T
2

2!
+
a21T

3

3!
− . . . = T − a2T

2

2!
+
a22T

3

3!
− . . . .

Plugging aj from (6) in (8) and comparing the coefficients of ξ to first order, we

arrive at ψ1 = ψ2.

So the uniqueness of f implies the uniqueness of ψ and vice versa.

Theorem 1. Let u(x, t) be a solution of the advection diffusion equation,

(9) ut(x, t) = ∆u(x, t) + ψ · ∇u(x, t) + f(x),

with u(x, 0) = 0, where f(x) ∈ L2(R) is compactly supported and ψ ∈ R is a constant.

Let T ∈ (0,∞) and g(x) ∈ C2(R) be such that u(x, T ) = g(x). Then f(x) and ψ are

unique, in the sense that: If we have compactly supported functions f1, f2 ∈ L2(R), constants

ψ1, ψ2 ∈ R, and corresponding solutions u1(x, t) and u2(x, t) of (9) with u1(x, 0) = u2(x, 0) =

0 and u1(x, T ) = u2(x, T ) = g(x), then ψ1 = ψ2 and f1(x) = f2(x) for all x ∈ R.

Proof. We argue by contradiction.

Suppose we have f1, f2, ψ1, ψ2, u1(x, t), and u2(x, t) that satisfy equation (9) with

u1(x, 0) = u2(x, t) = 0 and u1(x, T ) = u2(x, T ) = g(x). Suppose also that ψ1 6= ψ2.

Then by (5) and the final time condition at t = T , f̂1(ξ) and f̂2(ξ) must satisfy,

(10) f̂2(ξ) = f̂1(ξ)
a2
a1

(
−1 + e−a1T

)
(−1 + e−a2T ) ,

where a1 and a2 are given by (6). The main idea of the proof is as follows:

(a) f̂2(ξ) given by (10) is well defined for all ξ ∈ R,

(b) f̂2(ξ) given by (10) is the Fourier transform of a compactly supported function f2(x) ∈
L2(R),
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(c) The extensions f̂1(z) and f̂2(z) of f̂1(ξ) and f̂2(ξ) respectively to the complex plane C
are entire functions (since they are extensions of the Fourier transforms of compactly

supported functions),

while at the same time,

(d) f̂1(ξ) and f̂2(ξ) have at most O(r) zeros inside a ball of radius r in C,

(e)
(
−1 + ea2T

)
has O(r2) zeros inside a ball of radius r, all of which are distinct from

the zeros of
(
−1 + ea1T

)
.

Hence, the zeros of the numerator cannot cancel those of the denominator in (10), contra-

dicting the fact that f̂2(ξ) is entire.

We are now left with the task justifying the above statements (a through e). (b) and (c)

are obvious.

To prove (a), (d) and (e), Theorem 4 (Appendix A) due to Paley and Wiener is essential,

which says that the extension to C of the Fourier transform of a compactly supported L2-

function can grow at most exponentially fast:

From (4) and (5), (10) can be written as

(11) f̂2(ξ) = f̂1(ξ)

∫ t
0
e−(ξ2−iψ1·ξ)(t−s)ds∫ t

0
e−(ξ2−iψ2·ξ)(t−s)ds

, ξ ∈ R.

Define a new function h(z) to be the extension of f̂2(ξ) given in (11) to the entire complex

plane:

(12)

h(z) = f̂1(z)

∫ t
0
e−(z2−iψ1z)(t−s)ds∫ t

0
e−(z2−iψ2z)(t−s)ds

= f̂1(z)
(z2 − iψ2z)

(
1− e−(z2−iψ1z)T

)
(z2 − iψ1z) (1− e−(z2−iψ2z)T )

, z ∈ C.

Obviously, the 1−e−(z2−iψ2z)T part of the denominator in (12) is entire. A simple calcula-

tion shows that its zeros satisfy z2− iψ2z− 2πin/T = 0, n ∈ Z, and that these do not cancel

with the zeros of 1− e−(z2−iψ1z)T in the numerator. Moreover, these zeros are of order O(r2)

in a ball |z| < r (since we can explicitly calculate z ∼
√
n, so if |z| < r, then n ∼ r2).

The zeros of f̂1(z) do not cancel those of the denominator in (12) either. This can be

seen through the following argument: Since f̂1(ξ) is the Fourier transform of a compactly

supported function f1(x) ∈ L2(R), then using Theorem 4 we have

(13) |f̂1(z)| ≤ C exp(A|z|),

23



for some constants A and C. If n(r) is the number of zeros of f̂1(z) inside a circle |z| = r,

then using Jensen’s formula (see (2) on page 309 in [1] for instance), n(r) satisfies

(14) n(r) log 2 ≤ log

(
sup
θ

∣∣∣f̂1 (2reiθ)∣∣∣) .
This with (13) implies that

(15) n(r) ≤ 2CAr

log 2
.

Hence, the number of zeros of f̂1(z) in a ball of radius r can at most grow linearly with r.

Counting the number of zeros in the numerator and denominator of h(z) in (12), we deduce

that h(z) is not an entire function, in other words, f̂2(ξ) cannot be extended to an entire

function in C. Therefore, f̂2(ξ) given by (10) cannot be the Fourier transform of a compactly

supported function in L2(R) (again due to Theorem 4), leading to our contradiction.

�

2.2. d-dimensional case. The extension of the above uniqueness result to the Rd case is

natural and we will do it using the projection slice theorem for Fourier transforms, which is

discussed in Appendix A (Theorem 5).

We start by writing equation (1) in Fourier space,

(16) ût = −|ξ|2û+ iψ · ξû+ f̂ , ξ ∈ Rd, t ∈ [0,∞).

The solution of (16) is given by

(17)

û(ξ, t) = f̂(ξ)

∫ t

0

e−(|ξ|2−iψ·ξ)(t−s)ds

=


f̂(ξ)

|ξ|2 − iψ · ξ

(
1− e−(|ξ|2−iψ·ξ)t

)
if ξ 6= 0,

tf̂(ξ) if ξ = 0.

Theorem 2. Let u(x, t) be a solution of the advection diffusion equation with u(x, 0) = 0,

where f(x) ∈ L2(Rn) is compactly supported and ψ ∈ Rn is a constant. Let T ∈ (0,∞)

and g(x) ∈ C2(Rn) be such that u(x, T ) = g(x). Then f(x) and ψ are unique, in the sense

that: If we have compactly supported functions f1, f2 ∈ L2(Rn), constants ψ1, ψ2 ∈ Rn,

and corresponding solutions u1(x, t) and u2(x, t) of (9) with u1(x, 0) = u2(x, 0) = 0 and

u1(x, T ) = u2(x, T ) = g(x), then ψ1 = ψ2 and f1(x) = f2(x) for all x ∈ Rn.

Proof. If ψ1 = ψ2, we obtain f1 = f2 from (17) and the uniqueness of the Fourier transform.

So it is enough to prove that ψ1 = ψ2. From equation (17) we have

(18) f̂2(ξ) = f̂1(ξ)

∫ t
0
e−(|ξ|2−iψ1·ξ)(t−s)ds∫ t

0
e−(|ξ|2−iψ2·ξ)(t−s)ds
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Since f1 ∈ L2(Rn) is nonzero, its Fourier transform is nonzero and by the Paley-Wiener

theorem it can be extended to an entire function in Cn. It follows from the continuity of

f̂1 that there is ξ1 ∈ Rn and a ball of radius r around ξ1, denoted by Br(ξ
1), such that f̂1

is non zero for all elements in the ball. Denote by Ur the set of unit vectors ν = ξ
|ξ| where

ξ 6= 0 belongs to Br(ξ
1). Evaluating (18) for a fixed ν ∈ Br(ξ

1) and η ∈ Rn we obtain

(19) f̂2(ην) = f̂1(ην)

∫ t
0
e−(η2−iηψ1·ν)(t−s)ds∫ t

0
e−(η2−iηψ2·ν)(t−s)ds

, ξ1 ∈ R.

This will be equivalent to equation (10), used to determine the uniqueness of ψ · ν and g if

f̂1(ην) = ĝ1(η) and f̂2(ην) = ĝ2(η) for some scalar compactly supported functions g1 and g2

in L2(R). We use Theorem 5 to prove that this is the case. Define

(20) gi(l) =

∫
x·ν=l

fi(x)dA = Pν [fi](l), i = 1, 2

and by the slice theorem 5,

(21)

ĝi(η) = P̂ν [fi](η)

= Sν [f̂i](η)

= f̂i(ην).

Since f1(x) and f2(x) are compactly supported then so are g1 and g2. Moreover, g1 and g2

belong to L2(R). This can be seen using Fubini’s Theorem, and the fact that f1, f2 ∈ L2(Rn):

Let χf be the characteristic function of the support of f , suppf , and let suppf ⊂ [−a, a]d

for some constant a. We have

(22)

∫
R

(g(l))2 dl =

∫
R

(∫
x·ν=l

f(x)χfdA

)2

dl

≤
∫
R

∫
x·ν=l

f 2dA

∫
x·ν=l

χfdAdl

≤ (2a)d−1
∫
R

∫
x·ν=l

f 2dAdl

= (2a)d−1
∫
Rn

f 2dx <∞.

The last equality in (22) uses Fubini’s Theorem.

Therefore, by our one dimensional analysis, (ψ1 − ψ2) · ν = 0 and g1 = g2. The previous

arguments holds for all ν in an open set of the unit sphere in Rn, so we can conclude that

ψ1 = ψ2. This finishes the proof of the theorem. �
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Remark 2. It is well known that Paley-Wiener theorem (Theorem 4) is valid in d-dimensions

so the proof of Theorem 1 can easily be extended to the d-dimensional case (without neces-

sarily going through the projection slice theorem). However, the projection slice theorem

(Theorem 5) is very useful in inverse problems applications so we opted to use it.

3. Steady State

The steady state solution v(x) satisfies

(23) ∆v(x) + ε(x) · ∇v(x) + f(x) = 0, x ∈ Rn

The following theorem asserts that in this case, there is no uniqueness unless we are among

characteristic functions.

Theorem 3. Given (ε1(x), f1(x)) and v(x) such that

(24) ∆v(x) + ε1(x) · ∇v(x) + f1(x) = 0, x ∈ Rn,

then we can find (ε2(x), f2(x)) that also satisfy

(25) ∆v(x) + ε2(x) · ∇v(x) + f2(x) = 0, x ∈ Rn

(with the same v(x)).

Proof. From (23) we have f(x) = −(∆v(x) + ε(x) · ∇v(x)). Given v(x), it is known via

maximum principle arguments that the uniqueness of ε(x) implies that of f(x). If ε(x)

is non-unique, and there are two distinct sources f1(x) and f2(x), then f1(x) − f2(x) =

(ε2(x)− ε1(x)) ·∇v(x). Hence, distinct velocities imply distinct sources unless (ε2(x)− ε1(x))

is orthogonal to ∇v(x). Therefore, in general, the sources are non-unique: Given v(x),

f1(x) and ε1(x), choose ε2(x) such that (ε2(x) − ε1(x)) is not orthogonal to ∇v(x), and

f2(x) = −(ε2(x)− ε1(x)) · ∇v(x) + f1(x). Then (ε1(x), f1(x)) and (ε2(x), f2(x)) will produce

the same measurement v(x) (for infinitely large time). �

The above argument shows that we cannot recover f(x) and ψ uniquely from the steady

state, even when ψ is constant. The reason is that as t→∞, the zeros of the denominator

in (10) disappear, and hence the proof of Theorem 1 does not work.

4. Numerical Method and Simulations

The goal is to numerically recover a compactly supported L2 source function f using one

future time measurement ud(·) = u(·, T ) of the solution of the advection diffusion equation

(1). We write the following minimization problem:

(26) min
u,ψ,f

g(u,ψ,f)=0

F (u, ψ, f),
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where

F (u, ψ, f) =
1

2

∫
R
(u(x, T )− ud(x))2dx ,(27)

and

g(u, ψ, f) :=

(
ut − uxx − ψux − f(x)

u(x, 0)

)
.(28)

We perform the minimization of the functional F by calculating its derivatives with re-

spect to f and ψ using the adjoint method discussed in [2]. The idea is similar to Lagrange

multipliers method for minimizing a real valued function on Rn subject to equality con-

straints, but in a functional analytical setting. We end up having to solve the following

adjoint equation for the multiplier λ(x, t):

(29)


λt + λxx − ψλx = 0,

λ(x, T ) = u(x, T )− ud,

λ(x, 0) = λ0(x).

Now we explain how to derive (29). Following [2], we introduce the notation:〈(
h1(x, t)

s1(x)

)
,

(
h2(x, t)

s2(x)

)〉
L2

=

∫ T

0

∫
R
h1(x, t)h2(x, t)dx dt+

∫
R
s1(x)s2(x)dx .

Consider the relaxed minimization problem (unconstrained)

(30) min
u,ψ,f

F (u, ψ, f) +

〈(
λ(x, t)

λ0(x)

)
, g(u, ψ, f)

〉
L2

.

We now set to zero the derivatives with respect to u, f and ψ of the objective functional

in the above expression (30). A minimizer is attained when these derivatives are equal to

zero.

(1) Derivative with respect to u:

(31) Fuu̇+

〈(
λ(x, t)

λ0(x)

)
, guu̇

〉
L2

= 0,

with

(32) Fuu̇ =

∫
R
(u(x, T )− ud(x))u̇(x, T )dx,

and

(33) guu̇ =

(
u̇t − u̇xx − ψu̇x

u̇(x, 0)

)
.
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Integration by parts in (31) implies (29). Hence, setting the derivative with respect

to u to zero leads to the adjoint problem (29) which allows us to solve for the multiplier

λ(x, t).

(2) Derivative with respect to f :

(34) Ff ḟ +

〈(
λ(x, t)

λ0(x)

)
, gf ḟ

〉
L2

= 0,

implying

(35) Ff ḟ = −
〈(

λ(x, t)

λ0(x)

)
,

(
−ḟ
0

)〉
L2

.

(3) Derivative with respect to ψ: A similar calculation leads to

(36) Fψψ̇ = −
〈(

λ(x, t)

λ0(x)

)
,

(
−uxψ̇

0

)〉
L2

.

Therefore, given ψ and f (initializing the numerical method), the above procedure allows

us to obtain the derivatives of F (u, ψ, f) with respect to ψ and f in three steps:

• Set g = 0 in (28) then calculate u(x, t) (solve for u(x, t) in the advection diffusion

equation).

• Use (29) to calculate λ(x, t) (solve the adjoint problem using u(x, T ) and the data

ud(x) to find λ(x, t)).

• Plug u(x, t) and λ(x, t) in equations (35) and (36), then

Ff =

∫ T

0

λ(x, t)dt, and Fψ =

∫ T

0

∫
R
λ(x, t)ux(x, t)dxdt(37)

Now we can minimize F over ψ and f with a simple gradient descent:

fn+1 = fn − αFf , ψn+1 = ψn − βFψ(38)

To numerically compute the above derivatives, we need to discretize equations (28), (29),

(35) and (36). The first two equations are parabolic with constant coefficients and time

independent source term, so we can solve the equation exactly in Fourier space. The only

numerical error comes from the quadrature rule used in the approximation of the integral in

the Fourier transform

f̂(ξ) =

∫
R
f(x)e−iξxdx ,(39)

and in its inverse. Our quadrature rule depends on a radius parameter R and the even

number of uniform subintervals N in the subdivision of [−R/2, R/2] with elements of size
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R/N . We use the right endpoint xk = −R/2+k R
N

on each subinterval and our approximation

is

f(ξ) =
N∑
k=1

f(xk)e
−iξxk R

N
.(40)

On the uniform grid ξm = −N/2 + (m− 1), we obtain

fm =
N∑
k=1

f(xk)e
−iξmxk R

N
.(41)

We compute the sum using the non-uniform Fast Fourier Transform (NUFFT) [8, 9]. This

is not strictly necessary, since we are evaluating the function f and its Fourier transform on

uniform grids. We could have done the calculation with the Fast Fourier Transform (FFT)

algorithm, but the interface in Python for the NUFFT [10] was easier to use and has similar

performance.

To numerically collect the data ud(x) = u(x, T ): Solve advection diffusion equation with

the true source f(x), measure solution u(x, T ) at time T then add noise.

We apply the above numerical method to an example where the source function f(x) is

given by a two peaked signal (blue curve in Figure 1). The red curve is the initial guess f0.

The blue curve in Figure 2 shows the data ud(x) = u(x, T )+noise, where noise has standard

deviation equal to 0.02. Figure 3 shows that the numerical method correctly recovers the

source function, and Figure 4 shows that the method converged to a minimizer (Ff = 0).

We initialize ψ with the value we want to recover, this is ψ0 = 900. After the first iteration,

we obtain ψ1 = 904.815857937 because the source is very far from the one we want to

recover. Further steps take it closer to the value we want to recover, with the final value

being ψ1000 = 900.796125067.

The code (in Python) can be found at [11] and [12].

5. Discussion

To summarize our results, we have proved that:

(1) In the case the velocity ψ is constant, we can recover f(x) and ψ in (1) uniquely

using one measurement, given that f(x) is a compactly supported L2 function. In

this case, uniqueness of f(x) is equivalent to the uniqueness of ψ.

(2) In the steady state case, there is no uniqueness unless we are among characteristic

functions.

We also describe a numerical method to recover compactly supported source functions

and provide simulations demonstrating the main result (Theorem 1).
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Figure 1. Blue: true source f(x) that needs to be recovered using the nu-

merical method. Red: Initial guess for the source (first iterate).

We note that we were able to recover f and ψ uniquely without regularizing, which is not

the case for many inverse problems. f has only two derivatives less than u in space and

one derivative less in time. We measure u at a certain time T , and to recover f , we are

not adding an infinitely many derivatives as in the case of the problem of recovering initial

conditions. In those problems, we would have lost a lot of detail by the time we observe u.

In the source recovery problem, if f is not smooth, we’ll observe that immediately in the

second derivative of the function, since the source is embedded in the solution, not lost like

the initial conditions. The source function f appears in the analytic solution, integrated

against the kernel, but with zero time lag. The same applies for the velocity ψ. This makes

the case for no-regularization-required in order to recover the source.

The following questions are to be explored next:

(1) The requirement that f has compact support is crucial for our method. Can we

have a similar result by relaxing the assumption that f has compact support? A

first step would be to consider source functions that can be suitably approximated

by compactly supported functions.
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Figure 2. Blue: Data obtained by solving the advection diffusion equation

with source function given in Figure 1. Red: Recovered data using the numer-

ical method.

(2) Is this the most we can do by exploiting one measurement? Are there non-constant

ψ1 6= ψ2 and f1 6= f2 compactly supported such that u1(·, T ) = u2(·, T )? Can

Carleman estimates techniques be used to answer this question?

(3) Can we get uniqueness using two measurements u(·, T1) and u(·, T2), for more general

types of source functions?
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Appendix A.

In this appendix we state the theorems that are necessary to establish the results of this

paper.
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Figure 3. Recovered source function vs true source function.

Figure 4. The derivative of the functional F with respect to f is zero meaning

that the numerical simulation has converged to a minimizer.
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Theorem 4 (Paley-Wiener). Let f(z) be of the form

(42) f(z) =

∫ A

−A
F (t)eitzdt

where 0 < A <∞ and F ∈ L2(−A,A). Then f is entire and it satisfies the growth condition,

(43) |f(z)| ≤ CeA|z|

with C <∞. Moreover, the restriction of f to the real axis lies in L2(R).

Conversely, if A and C are positive constants and f is an entire function such that

(44) |f(z)| ≤ CeA|z|

for all z ∈ C, and if f ∈ L2(R), then there exists an F ∈ L2(−A,A) such that

(45) f(z) =

∫ A

−A
F (t)eitzdt

for all z ∈ C.

The proof of the above theorem can be found in standard real and complex analysis or

Fourier analysis books (see [1] for example).

The next theorem is known as the projection slice theorem, the central section theorem, or

the Fourier slice theorem. It is actually a very important theorem in computed tomography.

In d-dimensions, it states that the Fourier transform of the projection of a d-dimensional

function onto an m-dimensional linear submanifold is equal to an m-dimensional slice of the

Fourier transform of that function. The following variation, which is used in this paper, says

that the Fourier transform of the integral of a function over a hyperplane is equal to the

slicing of the Fourier transform of that function on the hyperplane.

Theorem 5 (Projection Slice). Let s ∈ R, and ν a unit vector normal to a hyperplane

x · ν = s in Rd. Let f : Rd → Rd be such that f ∈ L1(Rd). Define the projection operator

(46) Pν [f ](s) =

∫
x·ν=s

f(x)dA,

which integrates f over the hyperplane perpendicular to ν. Define the slice operator

(47) Sν [f ](s) = f(sν),

which evaluates f at the point sν. Then we have

(48) P̂ν [f ](ξ) = Sν [f̂ ](ξ) = f̂(ξν),

where ξ ∈ R.

33



Proof.

(49)

P̂ν [f ](ξ) =

∫ ∞
−∞

eisξ
∫
x·ν=s

f(x)dAds

=

∫ ∞
−∞

∫
x·ν=s

ei(x·ν)ξf(x)dAds

=

∫
Rn

ei(x·ν)ξf(x)dx

=

∫
Rn

eix·(ξν)f(x)dx

= f̂(ξν).

The third equality is due to the fact that Rn is sliced into all parallel hyperplanes x · ν = s,

where s ∈ (−∞,∞). �
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